Statistics for Data Science
Wintersemester 2024,/25
Solutions to the 10 exercise

1-2. Please see the scripts wilOel.py and w10e2.py on the course webpage.

3. Let y ~ Binomial(n, p) be an observation, where n € Z, is assumed to be known
and p € (0, 1) is assumed to be unknown. The likelihood function is

E@)Z(Zyl—pWWﬁWXG—pW”ﬁ.

The maximum likelihood (ML) estimator is

puL = argmax (1 —p)"~¥pY (take the logarithm)
pe(0,1)
= argmax ((n — y) log(1 — p) + ylogp).
pe(0,1) ~~ 4
=:f(p)

The maximum is obtained precisely atf
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Therefore y
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In the present problem, n = 70 and y = 58, so
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4. (a) Since we assumed additive Gaussian noise n ~ v(-) = N(0,~v%I), there holds

fyjlz) = v(y; — F(z)) o< exp < — #Ilyj - F(a:)H2>, i=1,....n.

By independence, we conclude that

n

Fneeanl) = [Tl exp (= 555 30y = ).

J=1

—n

TThe function f is concave since f”(p) = (17’_7”2 — p% is negative for all p € (0,1) as long as
n > 0.



(b) Denoting 7 := %Z?zl yj, we obtain by direct computation that

Z ly; — F ()]
= Zy;fyj —2F(@)") _y; + ol F(x)|?
J=1 j=

N
:n@

= n(||[F(2)|]” - 2F(2)"g +7"7) (izyfyg—y y)

_ 1 T
= nllF(e) =340 Yooy - 77
j=1
=n|F(z) - 7|* + C,
where C' := n(}l Z?:l ijyj — yTy) is a constant depending on n and yy,...,y, (but

not on x).
(c) We can rewrite the likelihood density as

f<y1,...,ynr:c>o<exp( ZH% u?)

_ C
— e (= 5lm - Pl - o )

cewp (= sl - F@IP).

Note that this is precisely the likelihood density f(g|z) corresponding to the mea-
surement model

2
y=F(z)+n, an(O,%]).

Averaging n independent measurements of a static target reduces the uncertainty.



