Statistics for Data Science
Wintersemester 2024,/25
Solutions to the 2™ exercise

1. The quantile function of f was computed in exercise 3 of last week:

_ qg+1
Fl(q) = log 1 — 7

Please see the script w2el.py on the course webpage.

€ (0,1).

2. (a) Please see the script w2e2.py on the course webpage.
(b) The PDF of X ~ N(0,1) is given by

fx(x) = e 3’ zeR.

and the task is to find the PDF fy for random variable Y = ¢g(X), g(z) = arctan x,
x € R. The inverse of g is given by

g '(y) =tany, ye(-33),
and (¢7')(y) = COSQ for y € (=5, %). We can use the change of variables formula:
1 1,02 1
_ 1 —1\/ — —5 tan‘y c (=T ).
Frly) = Ixlg= Wl VW)l = o= ™V v e (=5:3)

3. (a) Let Z = max(X,Y?), where X,Y ~ U(0,1) are assumed to be independent.
Then X and Y? are independent.” Thus

Fy(t) = P(Z < t) = P(max(X, Y?) < t)
Y2 <

—P(X < )P(Y? < 1)
= P(X <HP(—VE <Y < V1)
t Vit
= (/ 1[071](37) dx) (/ 1[0,1](9) dy),
— -Vt
. 0 ift<0 Vi 0 ift<O
Where/ loy(z)de =4t if0<t<1 and/ 1o (x) do = Vi ifo<t<l1
o 1 ift>1 Vi 1 ift> 1.
Therefore
0 ift<0
. 3
Ft) =132 if0<t<1l = fi(t)= 5%1[0,1]@).
1 ift>1

We also infer from the above that F,'(q) = ¢*/3, ¢ € (0, 1).
(b) Please see the script w2e3.py on the course webpage.

T Claim: Let f, g: R — R be measurable (e.g., continuous) functions. If X and Y are independent
real-valued RVs, then f(X) and ¢g(Y") are independent real-valued RVs. Proof: P(f(X) € A,g(Y) €
_ _ X1y _ _
B)=P(X € [71(A),Y € g 1(B)) "= P(X € fTH(A)PY € g '(B)) = P(f(X) € A)P(g(Y) €
B) for all A,B C R. Here, f~1(A) = {z € R| f(z) € A} and ¢g7Y(B) = {x € B | g(x) € B} are
preimages.



4. Let (Y1,Y5) = g(X1, Xs), where g(z1,22) = (logxy,logxs) for x1,29 > 0. The
mapping ¢: R — R? is a continuously differentiable bijection, and it has a con-
tinuously differentiable inverse (z1,z5) — (e, e"2) for x1, xs € R. By the change of
variables formula,

fX17X2 ($17 xQ) = fY17Y2(g("L‘1> [)32))| det Dg(xh x2)|7

where

B 1 1 1y —1 12 -1
iy, (Y1, 42) = m@(p <—§[y1 — 1Ly — 1]C {92 _ 1])7 C= [_1 9 ] :
Note that the matrix C' is positive definite since

1 3
[x1, 22)C {il} =207 — 2wy7y + 225 = 5(2301 —x9)% + 517% >0
2 7

.

always nonnegative; and
zero iff 2x1—x9=0 and x2=0
iff &g =22=0

for all (z1,z2) € R?\ {(0,0)}. (Alternatively, one can establish that C is positive
definite by noticing that all of its eigenvalues, \; = 3 and Ay = 1, are positive.)
_ 2/3 1/3
1 _
Moreover, C~ = {1/3 2/3].
The Jacobian matrix of ¢ is

D Jogx, -2-logx L0 1
_ | Oz I Bz &1 . _
Dg(xy1,29) = [ L1 log 7 a?cz log :UJ = [01 L} = det Dg(z1,x9) =

o1 T2 1'11'2.
Therefore
1 1 1 _1 |logz; — 1
T1,To) = e — —[logzy — 1,logxs — 1]C!
le,XQ( 1, T2) QW\/WJHSCQ XP ( 2[ g1 g2 ] Long . 1] )

(1)

for x1,25 > 0. This is known as a multivariate lognormal distribution, defined by
the fact that the (componentwise) logarithm of (X, X5) is a multivariate Gaussian
RV. In this case, we would denote (X;, X3) ~ Lognormal(u, C') with parameters
- T 12 ~1
pw=[1,1]" and C = [_1 5
Remark. The PDF can be further simplified (by expanding the expression inside
the exponent and evaluating the determinant of C') to

1
T1,To) = e
fx1,x, (21, 22) >

—1—% 10g2 xl—% log x1 logxg—% 10g2 )

However, the formula (1) is arguably more informative since it is easier to compare
it to the PDF of a lognormal distribution by reading off the parameters p = [1,1]*

2 -1
and C = {_1 2].



