Statistics for Data Science
Wintersemester 2024,/25
Solutions to the 4" exercise

1. (a) We obtain

(b) There holds
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(¢) Since X ~ N (1,2), we deduce that

2
Var(m,) <1072 &« =<107? <« n>200.
n

2. (a) Please see the script wde2.py on the course webpage.
In the implementation, it may be useful to notice that if Xq,..., X, S Ber(p),
then X7 +--- + X,, ~ Bin(n, p).

(b) Since E[X] = p and Var(X) = p(1 — p), the central limit theorem implies

that \/E(% z";X _p) 5 N(0,1)

1 1-—
- ZXk < N(p, u p)) for large n.

or, loosely speaking,

In particular,

= d
H = ZXk %N(np,np(l —p)).
k=1
(c) Let p=mnp and 0 = y/np(1 — p). We wish to find a > 0 such that
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Using the change of variables y = *-£, where dz = ody, we obtain
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where ®(z) = [*_ \/%?e_%z"’2 dx is the CDF of A/(0,1) and ®~' the corresponding

quantile function. Plugging in the values p = %, n = 10%, and ®*(3 + %5) =
1.95996 . .. yields
a=292174...

and therefore
P(304.116 < H < 362.551) ~ 0.95.

3. Please see the script w4e3.py on the course webpage.
By the central limit theorem,

5 Quale) ~ 1) S N 0,1)

where 02 = Var(g(X)). Loosely speaking,

d o?
Qan(g) — La(g) = N(O, ?) for large n.

Therefore one expects the Monte Carlo convergence rate

Qunl9) — La(g)| ~ %

Especially, the expected convergence rate is O(n~/2) regardless of d € N.

4. (a) Let k € N. Clearly, fi(z) > 0 for all z € R. On the other hand,

oo o0 k, B R
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Therefore f; is a probability density function for all £ € N.



(b) Let £ € N. Now

o k [e.9] L
IE[XZ]:/1 azzagkﬂ dx:k/l 2 da.

If 0 </? <k, then

k =00
E[Xe] = m [xeik”x:l = m < 0.

If ¢ >k, then z/~%*=1 > 2~ for all x > 1 and thus
E[X‘] > / 27t dz = oo.
1

(c) If k = 1, then X is not integrable and the sample average X, of course
diverges since E[X] = oo.

If k = 2, then X is integrable, but not square-integrable. The sample average X,
converges almost surely to E[X] by the (strong) law of large numbers. The central
limit theorem does not hold.f

If k > 3, then X is square-integrable. The sample average X, converges almost
surely to E[X] by the (strong) law of large numbers. In fact,
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where 1 = E[X] = £ and ¢ = Var(X) = m for k > 3. The theoretically

expected convergence rate is | X, — E[X]| = O(n~'/?).

Appendix

The integral formula I;(g) = 2% cos(%)(sin 1)? for d € N in task 3 is a consequence
of the following, more general result.

Lemma (Oscillatory integral family). Let ¢; € R\ {0} and w; € R for all
ie{l,...,d}. Then
1

1 d 1
1 s =
/.../cos (271'11)1 + Zlcle) dag - dzy = 2% cos (27Tw1 + 52@) H 6(12)
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Proof. The claim can be proved a fortior: by first proving the more general integral
formula
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"Numerically, the Gaussian approximation does seem to resemble X,, for large n to a certain
degree. This is somewhat expected, since the density foi.(z) = %1[1@0)(@ actually does satisfy
the conditions of the CLT for arbitrarily small € > 0. However, the tails of the distribution corre-
sponding to fay. are not perfectly captured when ¢ is small (in practice, this means that n may

need to be an extremely large number for the CLT to kick into effect for 0 < ¢ < 1).




using induction with respect to the dimension d € N. The basis d = 1 of the

induction argument follows by first computing

1

1

/COS(C +cixy)dey = - [sin(C + ¢;) — sin(C)]
1

0

1
= [cos(C +¢; — ) — cos(C — %)

1
= [cos(C + ¢+ 361 — 5) — cos(C + 1¢p —
1
sin(%
=2cos(C + 3¢1) (2),
C1

where the final step follows from the trigonometric identity cos(z+y) —cos(x —y) =

2cos(z + 5)sin(y) with © = C' + ¢; — 5 and y = 1.
Suppose that (1) holds for some d € N. Then it follows that
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where the final step follows once again from the trigonometric identity cos(x + y) —
d+1

cos(z — y) = 2cos(z + %) sin(y), this time by choosing z = C' 4+ > 7} ¢;

Y= %Cd+1~ This proves the assertion.
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